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Abstract—Non-Intrusive Load Monitoring (NILM) is a technique in which electrical appliances are monitored through the disaggregation of the aggregate electrical signal gathered from a single metering point. NILM has recently attracted wide interest in research for application in both the commercial and residential sectors. In this paper, a completely unsupervised NILM system is proposed for application in the residential sector. The proposed system consists of four stages. First, events are detected in real-time using a bucketing technique and EM clustering. Features are then extracted from the transient behavior of appliances. Afterwards, mean-shift clustering is utilized in the detection of recurrences. Finally, an initial transition matching approach is proposed. The system is then tested on the publicly available BLUED dataset and showed high event detection and clustering results and reported a possibility of complete disaggregation up to 92% of the total consumed energy.

Index Terms—Non-Intrusive Load Monitoring, Mode seeking, Mean-shift clustering, Bucketing technique, Event detection, BLUED dataset

I. INTRODUCTION

Even though electricity has become an integral form of energy to the everyday life, there are still misconceptions about the usage of the electrical energy specially among consumers in the residential sector [1–7]. This raises a clear need for a detailed understanding about the usage of the electrical energy. Energy conservation, load-dependent energy generation, activity sensing, and home automation are some of the several applications that also require such a detailed understanding. For instance, researchers in [8] have found experimentally that consumers are able to reduce their daily consumption level by 10-15% within one month if they are provided with a frequent written feedback about their energy consumption. Activity sensing, home automation, health care, and similar applications rely on the statement by [7] that location and activity of occupants can be inferred via monitoring specific appliances in the building.

Electrical loads can be monitored either intrusively or non-intrusively. In the intrusive approach, electrical signals are gathered from each appliance on its own. The Non-Intrusive Load Monitoring (NILM), on the other hand, gathers the electrical signal of simultaneously operating appliances. The signal is then disaggregated to infer information about the individual appliances. NILM is, therefore, less costly due to the less hardware used and more reliable as a result of the reduction of metering points. NILM systems are developed specifically either for the residential sector or for the commercial one. The distinction between the two sectors stems from their difference in the consumers’ behavior and the types and numbers of the underlying appliances. A good review of the available NILM systems can be found in [6,9,10].

We noticed that most existing NILM systems require a pre-training process in at least one of its monitoring stages. This
imposes a complex installation process and constraints on adding new appliances to the building. Unsupervised NILM systems are, therefore, expected to have a wider applicability and even less intrusion.

In this paper, we describe our work in developing a completely unsupervised NILM system targeted for the residential sector. In developing such a system only unsupervised detection and recognition tools are utilized.

Figure 1 shows a general view of the proposed NILM system. Each stage of the system is described in a separate section in this paper. Therefore, this paper is organized as follows. Section II describes the event detection stage in which the raw power signals are segmented into steady-states and transient sections. In Section III features extracted from the detected events are introduced. Features are then utilized in clustering events for the detection of recurrences which is described in Section IV. In Section V the detection of the ground-state is described together with its advantages. Section VI proposes an initial transition matching stage. The system was tested on one of the publicly available power datasets which is introduced in Section VII together with the test results. Finally, Section VIII concludes this paper.

II. EVENT DETECTION

In the event detection stage, the signal is segmented into steady-state and transient sections. Since features are going to be extracted from the transient sections, two constraints on the event detection algorithm have to be satisfied. First, it has to be a change-interval detector. In contrast to common change-point detectors, the required event detector must accurately define the time limits of the whole transition interval. Second, it has to preserve all characteristics in the transient sections. Therefore, no filtering technique is used during the whole detection stage.

A good review about the event detection approaches can be found in [11] which also classified detection algorithms into three categories: (a) expert heuristics, (b) probabilistic models, and (c) matched filters. The proposed detection algorithm is a combination of the first two categories. This is because the event detector consists of two steps: the coarse event detection followed by a refining step on each detected event. To enhance the performance, the detection is performed on the logarithmically transformed signals rather than the raw ones.

A. Logarithmic transform

We observed that very large spikes specially during the turn-on transient of some appliances significantly degrades the performance of the event detection algorithm. This is because such spikes produce wide empty areas in the $PQ$-Plane. Figure 2(a) shows a sample of two appliances, namely a refrigerator and an air compressor, which is sampled from the BLUED dataset [12] and plotted on the $PQ$-Plane. As shown, transition spikes reach up to 6 kW in the real power $P$ which is much larger than the maximum steady consumption level ($\sim 1.1$ kW). This results in a very large $PQ$-Plane. Moreover, steady-states, which are observed as clusters in the $PQ$-Plane, are hardly separable. In order to overcome these limitations, the raw real power $P$ signal is transformed to the logarithmic real power $P_l$ defined as

$$
P_l = \begin{cases} 
\log(P) & : P > 0 \\
0 & : P = 0 \\
-\log(-P) & : P < 0 
\end{cases}
$$

prior to applying the event detection algorithms. The same transform is applied on the reactive power signal $Q$ in order to obtain the logarithmically transformed reactive power signal $Q_l$.

Figure 2(b) shows the same signal in (a) after applying the previously-mentioned transform when plotted on $PQ$-Plane. As can be observed, the ranges of the axes of both the real $P$ and reactive $Q$ powers are significantly reduced, empty areas are suppressed rather than trimmed, and clusters become more separable.
separable. The modified signals \(P_1\) and \(Q_1\) are then fed to the coarse transition detection.

### B. Coarse event detection

During this step, events are detected one at a time together with few samples from the surrounding steady-states. Segments from the surrounding steady-states are equal to the minimum detectable steady-state length \(N_{th}\) more or less depending on the noise. The minimum detectable steady-state length in the case of the \(f_s = 1\) Hz signal was selected to be \(N_{th} = 3\) seconds whereas in the \(f_s = 60\) Hz signal it was \(N_{th} = 0.67\) seconds. Since events are detected one at a time, they are detected in real-time. This results in a real-time event detector even though the whole proposed NILM system does not preserve this characteristic.

The algorithm of the event detection algorithm is as follows:

1. **Step 1:** receive \(n < N_{th}\) data samples.
2. **Step 2:** estimate the model order \(M\).
3. **Step 3:** if \(M = 1\), return to step 1.
4. **Step 4:** mark last received sample \(t_2\).
5. **Step 5:** read \(n < N_{th}\) data samples backwards from \(t_2\).
6. **Step 6:** estimate the model order \(M\).
7. **Step 7:** if \(M = 1\), return to step 5.
8. **Step 8:** mark last read point \(t_1\).

The output from this step is the interval \([t_1, t_2]\) and is referred to as a coarse event. The utilized model order estimator is the one that has been developed in a previous work in [13]. The model order estimator in [13] is based on a bucketing technique from image processing.

**Figure 3** shows the coarse events of a sample signal from the BLUED dataset with sampling frequency of \(f_s = 60\) Hz. The output is highlighted in the shaded windows which define the time limits of each coarse event. Each window contains only one transient \(Ψ_i\) and two steady-states \(Π_i\) and \(Π_{i+1}\). Therefore, if any of the coarse events is individually plotted on the \(PQ-Plane\), a model order estimation should always result in a model order of \(M = 2\). Each coarse event is then fed to the refining step once it is detected.

### C. Fine event detection

In fine event detection, each received coarse event is fed to a more refining detection to accurately define the time limits of each transient section. In the previous work of [13] an unsupervised event detection technique was developed using a model order estimator followed by an Expectation Maximization (EM) clustering and Gaussian Mixture Models (GMM). It showed promising results but it had the limitation that it was developed under the assumption that only one appliance is operating at a time. Therefore, direct application on simultaneously-operating appliances was not possible. Rather than applying the detection of [13] directly on the whole signal, it is applied only on each detected coarse event for a more accurate segmentation. A coarse event is even simpler than a solely-operating appliance. **Figure 4** shows the sample signal previously coarsely-segmented in **Figure 3** after applying the clustering algorithm of [13]. As a result, the signal is accurately segmented into steady and transient sections while preserving all characteristic spikes for accurate feature extraction.

### III. FEATURE EXTRACTION

In this stage, features are extracted from the segmented signal. Selected features are the power change \(\Delta Ψ\) and the transition spike \(δΨ\). Each feature is computed on both the real \(P\) and reactive \(Q\) power signals as follows:

\[
ΔΨ^X_i = Ψ^X_i(N^Ψ_i − 1) − Ψ^X_i(0)
\]  

(2)

and

\[
δΨ^X_i = \text{sign}(ΔΨ^X_i) \times \left( \max_n Ψ^X_i(n) − \min_n Ψ^X_i(n) \right)
\]  

(3)

where \(X \in \{P, Q\}\) and \(N^Ψ_i\) is the number of data samples in the transient section \(Ψ_i\). This results in a four dimensional
feature vector. The set of all vectors are then fed to the clustering stage.

IV. EVENTS CLUSTERING

In the clustering stage, events are grouped in separate clusters according to their extracted features. Since the number of the underlying appliances is not known in advance, the clustering algorithm has to be non-parametric. This limits the usage of all clustering schemes that are based on function optimization since they assume that the model order is known or require a model order estimation.

Two clustering schemes are recommended for this stage: the Basic Sequential Algorithmic Scheme (BSAS) and the mean-shift clustering algorithm. The BSAS clustering algorithm has the advantage that it is suitable for a real-time clustering. It is, on the other hand, dependent on the order in which data are presented to the algorithm. This is currently considered as a limitation. However, it will be taken into consideration in a future work where the joint modeling of the electrical loads and user intention is utilized as introduced in a previous work [14].

The utilized clustering algorithm is the mean-shift clustering. The mean-shift clustering has the advantage that it is completely non-parametric, independent of the underlying distribution and implicitly includes a mode-seeking algorithm. It is, on the other hand, more computationally expensive than the k-means algorithm. The mean-shift algorithm was first introduced by [15]. However, its usage has flourished only recently when it was widely used in computer vision and image processing [16–21]. It has also been implemented on several processing units such as Field Programmable Gate Arrays (FPGAs) [22] and Graphical Processing Units (GPUs) [23]. Recently, it has been proposed for application in NILM systems and was proved to provide even better results than the k-means algorithm in special cases [24].

The mean-shift clustering scheme is briefly described in the following. Given a kernel function such as

\[ K(\theta) = \begin{cases} 1, & \text{if } \|\theta\| \leq \lambda \\ 0, & \text{otherwise} \end{cases} \]

where \( \lambda \) is the kernel bandwidth and given a random unclustered starting point \( x_0 \), the iterative calculation of the mean \( \mu \) follows

\[ \mu_{q+1} = \frac{\sum_{x_i \in S} K(x_i - \mu_q) x_i}{\sum_{x_i \in S} K(x_i - \mu_q)} \]

where

\[ \mu_0 = x_0 \]

where \( S \) is the set of all sample points. The value \( \mu_{q+1} - \mu_q \) is called the mean-shift. The algorithm converges when

\[ \|\mu_{q+1} - \mu_q\| < \epsilon \]

The algorithm is repeated until all points are clustered. All points that converge to the same mean \( \mu \) are merged into one cluster.

V. GROUND-STATE DETECTION

The ground-state is the state during which no detectable appliance is operating. We observed that in the residential data there are several times when the occupants have limited activities. Detection of this stage can take the following schemes. In real-time processing, the ground-state could be defined as the first steady-state of the system. This imposes a constraint on the installation process that no appliance should operate until a predefined period after the meter has been connected to the circuit to be monitored. In the implemented NILM system, the ground-state is detected as the steady-state with the lowest power consumption level in a signal with the duration of at least one day.

VI. TRANSITION MATCHING

In the transition matching stage, on- and off-events belonging to the same appliance are grouped together so that the whole operation interval of that appliance can be inferred. In this work, we only propose an initial transition matching stage that can be used to reduce the search space for further matching processes but does not guarantee high disaggregation ratios except in special cases. The matching process adopted in the proposed system is based on the ground-state detection. According the definition of the ground-state, if a pair of on- and off-events are surrounded by ground states (i.e. a ground-state before the on-event and another after the off-event) then these two events must belong to one appliance and the interval in between also belongs only to that appliance. Figure 5 shows an example of a solely-operating appliance detected in between two ground-states. The on- and off-events are, therefore, matched and the interval in between can be utilized in self-training. Once these two events are matched,
the matching is triggered again based on the matching that occurred in the previous iteration. This is done recursively until no more matching is possible. In the Figure 5, the second iteration will match the remaining two events from the left-side operation interval.

VII. EXPERIMENTS AND RESULTS

The first stage of any machine learning application is always data acquisition, and NILM is not an exception. However, data acquisition in NILM systems is costly as it has to be gathered intrusively, time-consuming since it should be over long time periods, and faces several challenges [12]. Realizing this fact, researchers on NILM and similar energy applications started publishing their developed power datasets.

Four publicly available power datasets have been reviewed, namely the Tracebase dataset [25], the UMASS Smart* dataset [26], the Reference Energy Disaggregation Dataset (REDD) [27], and the Building-Level Fully-labeled Electricity Disaggregation (BLUED) dataset [12]. Being the most suitable dataset for event-based NILM systems, the BLUED dataset has been chosen for the test of the proposed NILM systems.

The BLUED dataset is a one-week long measurements of a single family residence. Current and voltage signals are sampled at a frequency of $f_s = 12$ kHz. Post-computed real and reactive power signals at $f_s = 60$ Hz are accompanied with the dataset. Appliances in the residence are fed with two phases of the power source, phase A and phase B. Phase A consists mainly of on/off and FSM appliances whereas phase B contains, additionally, several continuously-variable appliances such as TVs, monitors, laptops, etc.

Table I provides detection results of the event detection stage on the both phases of the dataset. The only input to the event detector is the real power signal $P$ with the sampling frequency $f_s = 60$ Hz. The True Positive Percentage (TPP) and the False Positive Percentage (FPP) are the second metric proposed for event detection in [11]. Complete detection of each phase was obtained in about 18 minutes of processing time and without a pre-training process. The minimum detectable steady-state length is $N_{th} = 0.67$ seconds.

<table>
<thead>
<tr>
<th>Events</th>
<th>TPP</th>
<th>FPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase A</td>
<td>98.5%</td>
<td>0.55%</td>
</tr>
<tr>
<td>Phase B</td>
<td>70.5%</td>
<td>8.75%</td>
</tr>
</tbody>
</table>

Table II provides results of the event clustering stage. A simple test was used to evaluate the results of the clustering stage. For each possible combination of two events from the successfully detected events $(x_i, x_j \forall i \neq j)$, the clustering is queried whether they belong to the same cluster or not. True Positive Rate (TPR) and False Positive Rate (FPR) are calculated accordingly. This is an unbalanced test as it gives priority to larger clusters. The clustering stage is only tested on phase A of the dataset.

Finally, the transition matching stage is able to match about 92% (i.e. 8.3 kW-H) of the total consumed energy in phase A (i.e. 8.9 kW-H). However, not all of the matching have been verified due to limitations of the BLUED dataset. The relatively high disaggregation ratio even with the initial transition matching approach is due to the refrigerator. The refrigerator consumes about 70% of the total energy and because it is always on, it was found solely-operating several times. Being the highest energy-consuming appliance, the refrigerator is one of the most important appliances for energy conservation applications while being a background appliance makes it the least important one for activity sensing applications.

VIII. CONCLUSION

We proposed an approach for a completely unsupervised NILM system for a simpler installation process, wider applicability in the residential sector, and less intrusion in the monitoring process. The proposed NILM system follows the stages of a typical NILM system. However, only unsupervised detection and recognition tools were utilized. The system has been tested on the publicly available BLUED dataset and showed high event detection and clustering results. Complete disaggregation is possible with the initial transition matching stage up to 92% of the total consumed energy.
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